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Abstract

In the last 2 years, Peer-to-Peer (P2P) communica-
tions has gone from a completely new topic to a popu-
lar mechanism for use in personal communications. We
proposed the first standards-based P2P communications
system, SOSIMPLE, and have been focused on address-
ing a number of issues for such systems. In particular,
we have been exploring issues that have limited imple-
mentation and deployment of these systems, including
security, distributed storage of offline messages, protocol
standardization, NAT traversal, and defining P2P rout-
ing mechanisms optimized for communications, rather
than file sharing. In this paper, we outline some of these
issues, discuss possible solutions to address them, and
discuss work in these areas to date.

1 Introduction

P2P technology has become an important part of com-
munications technology. Skype12 is a very popular pro-
gram for communications, both instant message (IM)
and voice, and is partially P2P in nature. We designed
SOSIMPLE2 as a fully standards compliant P2P com-
munications system. The SOSIMPLE protocol1 has
been fully specified in an Internet Draft (ID) submitted to
the IETF for consideration for standardization, and work
toward making either SOSIMPLE or a similar protocol a
standard is ongoing.

In this paper, we explore a number of issues related
to deployment of such systems: security, storage of of-

fline messages, standardization, NAT traversal, and op-
timization of P2P routing mechanisms for communica-
tions, rather than file sharing.

2 Security

2.1 Overlay and Routing Integrity

Security is an important consideration in P2P systems.
These systems are vulnerable to attacks, just as client
server systems are, but the attack mechanisms are often
quite different. In addition to attacks against the server
and DoS attacks, corrupt nodes joining and manipulating
the overlay can be a risk for P2P systems.

In a P2P overlay network, peers are responsible for
routing call information on behalf of other nodes. In
the case of systems based on Chord13 such as SOSIM-
PLE, the nodes are organized in a structured mathemati-
cal way. Nodes are organized in the form of a ring, with
a node’s location in the ring determined by a Node ID.
Information is stored in the overlay by the nodes. Each
piece of information to be stored is associated with a par-
ticular keyword, and the keyword is hashed to produce a
key. The node with the Node ID nearest to the hashed
key is responsible for storing the information.

One possible attack against a P2P system is called a
Sybil attack4. In such an attack, a malicious attacker
creates many identities, hoping that at least one will be
assigned a Node ID that will map near the information
they wish to attack. If they can become the node respon-

Bryan 1



sible for storing that information, they can deny access
to or corrupt the information. In the case of communica-
tions systems, the information stored is usually the data
needed to locate a particular user. Compromising this
information can result in misdirection of calls or denial
of service to a particular node, preventing that user from
receiving calls.

Chord has partially dealt with this problem by hash-
ing the IP address of a node to determine the Node ID.
This limits the number of multiple identities that one can
achieve to the number of IP addresses one has available.
In practice, we have found this approach to be inade-
quate. Many users today are located behind network
address translation devices (NATs), which allow many
physical machines to share one IP address. This works
well for many networks, and is commonly deployed to-
day (although it introduces problems we will discuss in
a later section), but precludes the one IP to one Node ID
mapping used by Chord.

Our solution to this problem is to replace the last 5
places of the Node ID with the port number of the client.
This allows multiple clients to be behind a NAT, each
having a unique Node ID. A single user wishing to mount
a Sybil attack may now produce many nodes, however
these nodes will all be contiguous, meaning the portion
of the ring (and thus the registrations they are responsible
for storing) is reduced.

With this change, the approach to redundancy taken by
Chord must be revisited. Chord places redundant storage
of information on sequential nodes. That is, in addition
to storing on the nearest node, some number of the near-
est node’s successors also store the information to im-
prove reliability. This approach is less desirable with our
solution, since sequential nodes are likely to be owned
by the same user or group of users. Instead, we have
adopted a strategy using a replica number. When data
is hashed to be stored, the keyword is hashed to form
the primary location, and the keyword concatenated with
one or more replica numbers is hashed to find the redun-
dant locations. These replica numbers are widely known
to all nodes in the overlay, but adding them to the hashed

value ensures that the replicas are distributed around the
ring, limiting the ability of one user to attack the data and
its replicas. A strategy of comparing the results returned
from both the primary location and the replicas can also
be used to detect compromised data stored in the overlay.
If the replica numbers are kept private to the authorized
nodes, this can serve as a very primitive access control
mechanism for the network.

2.2 Using Limited Central Servers

One problem remains. A user is still able to create as
many identities as they wish. Our strategy of concatenat-
ing the port to the Node ID limits the damage that can
be done in a traditional IPv4 NAT implementation, but
in an IPv6 scenario, the user may have access to many
IP addresses. Similarly, in the case of an attack from a
very large enterprise or government facility in IPv4, there
may be many available addresses, and our method may
still prove inadequate. Because of this problem, we have
proposed that a central server, used only to issue public
key certificates, should be employed.

The server is contacted only the very first time a user
wishes to join, and issues a certificate to the new user.
The certificate may have a minimal cost associated with
it to prevent the user from repeatedly requesting new cer-
tificates. The entire certificate chain is stored in the over-
lay, ensuring that other nodes can verify the authenticity
of the key. Because the central server limits the number
of keys one can obtain, this can severely limit the risk of
Sybil attacks in such a system. This server is only con-
tacted when a user first joins. Subsequent actions require
only the certificate chain, stored in the overlay, but do
not require contacting the central certificate server.

These central authorities serve to address another very
difficult problem in such a system. How does one obtain
a unique username and ensure it remains theirs? Since
resources, in this case information about where a user
is located, are stored based on keyword, we need to be
able to determine if the entity storing a location is really
authorized and associated with that username. Addition-
ally, how can one ensure that the user reached is the same
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user that was reached before?

Solving the repeated identity problem, that is, ensur-
ing that repeated conversations with a user are with the
same user each time, is relatively simple to address. If
the user creates a public key certificate, and stores the
public portion in the overlay, a caller can verify that the
certificate did not change and that the person called has
the private portion of the key, ensuring they are the same
party as before.

Preventing collisions where users attempt to use the
same username (either intentionally or accidently) is far
more difficult. Here again, having a central server elimi-
nates this concern. The server can issue a certificate for
a given name to only one individual, and preclude oth-
ers from obtaining such a certificate. If all operations
to add information to the overlay require authentication
with this certificate, it will be impossible to have name
space collisions or attacks.

2.3 Securing Conversations

If a system is built on top of an overlay with reliable rout-
ing, securing conversations become much easier. The
centrally issued certificate for each user can also be used
to encrypt the media or text messages being exchanged.

The public portion of the user’s key can be stored in
the overlay as would any other item of information. Be-
fore contacting a user, this certificate can be retrieved
and used to encode information flowing between parties.
Because the entire certificate chain is stored, and because
all nodes are aware of the root certificate, the authenticity
of the certificate can be verified.

Particularly in systems using media relays, as dis-
cussed in the NAT traversal section of this document, we
recommend all media be encrypted, so that only the user
for whom the communications is intended can decrypt
and read the messages.

3 Offline Message Storage

3.1 Using Centralized Security Servers

One important feature for a communications system is
storing offline information, either voice mail messages
in the case of a media based system, or offline text mes-
sages for an IM system. We explored this in a paper on
using strong central security servers to secure distributed
file storage3. The servers proposed in this section differ
from those presented above, in that they are contacted for
each transaction.

In the approach presented in the paper, voice mail
messages and away text messages are stored in the over-
lay. A peer is selected to store the information using a
heuristic to determine the best possible node for storage
(this approach differs from selecting a location using a
hash). The sender generates an encryption key and en-
crypts the message, then stores the message on the se-
lected node. The sender then transmits to the central
server the location of the node storing the message, the
encryption key and the name of the recipient. This infor-
mation is all encrypted using a pre-shared key between
the sender and the central server.

When the recipient logs in to the system, they authen-
ticate with the central server. The server checks if any
messages are waiting, and if so, passes the location as
well as the key to decrypt these messages back to the
joining node over an encrypted channel.

Since the messages are encrypted when stored, and
all communication with the central server is encrypted
during transit, this mechanism preserves voice mail mes-
sages integrity, so long as the central security server is
not compromised.

3.2 Using Certificates for Offline Storage

The system for offline message security discussed above
has a shortcoming. It requires a strong security server be
available at all times. In the absence of a strong security
server, but with a join-time certificate server as described
earlier in the Overlay and Routing Integrity Section, one
can also use the PKI to secure offline messages.

In such a system, each message is associated with a
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recipient. The sender hashes the recipient name to de-
termine the node responsible for storing the offline mes-
sage, and uses the public portion of that user’s certificate
(also stored in the overlay) to encrypt the message.

When the user logs on, they hash their own username
to determine where their registration is stored, and con-
tact that node. When connecting, the node providing ser-
vice to the joining node checks for any waiting voice
mail or IM messages, and notifies the joining node of
any that are available. The user can then retrieve the
messages and decrypt them. Other users would be un-
able to replay the contents of the messages, since they
are encrypted with the user’s encryption key.

3.3 Open Issues for Offline Storage

There are a number of open issues for offline storage.
While it is straightforward to ensure that messages can-
not be read by unauthorized parties, determining when
messages can be deleted from the node that is storing the
message can be difficult. If the node allows any node to
delete the messages, users can delete other user’s mes-
sages. If the node verifies the identity of the person
requesting the message, it can “authorize” deletion, but
problems remain.

A malicious node could sending large or a large num-
ber of messages with invalid recipients, causing other
nodes to store the information, leading to a DoS attack.
In the hash based scheme, nodes responsible for popular
parties receiving many offline messages may have high
loads. These problems remain to be solved.

4 Standardization

In telecommunications, having protocols standardized is
critical to acceptance. Imagine a world where one phone
was unable to communicate with another. Because of
this, groups such as the IETF and ITU, which standardize
telephony protocols, are critical to deploying any new
telecommunications technology.

We have worked diligently to advance a standard for
P2P SIP communication through the IETF. We are cur-

rently advocating SOSIMPLE as a possible standard, but
there are a number of different protocol options that have
emerged, all of which offer some advantages.

One key question is on the issue of SIP over P2P, or
P2P SIP. In SOSIMPLE, we have proposed using SIP
to convey the information needed to transport P2P mes-
sages such as maintenance of the overlay, now referred
to as a P2P SIP mechanism. In contrast, the advo-
cates of SIP over P2P instead advocate using an exist-
ing library for P2P, such as the widely publicized Open
DHT project8 as the location mechanism and then using
SIP only to establish communications sessions between
nodes locating using this mechanism. Both approaches
have traction. The SIP over P2P advocates have a ma-
jor procedural issue to overcome in that most standards
bodies standardize protocols, rather than operations or
interfaces, and are likely to be unwilling to standardize
a mechanism that depends on an implementation, rather
than a protocol as the underpinning.

Another critical issue that is currently being debated in
the standards groups is the appropriate DHT to be stan-
dardized. The SOSIMPLE protocol specifies Chord, but
many other protocols have been proposed, most notably
Kademlia7. Modifying or creating a new DHT that is
optimized for communications is also being considered,
and is discussed in a later section. Determining one or
more DHT algorithms to use is likely to be a critical as-
pect of any standardization effort.

5 NAT Traversal

An early issue raised in discussions about P2P commu-
nications is how NAT traversal will be implemented in
the systems. Currently, two major proposals seem to be
leading the debate.

One is to use existing methods defined by SIP and
the related family of protocols to enable NAT traver-
sals. These include STUN, TURN, and ICE11;10;9. These
protocols have been widely advocated in the P2P liter-
ature5 as a general mechanism for P2P NAT traversal,
thus their use in an area more closely related to their in-
tended purpose, use in communications, seems reason-

Bryan 4



able. Each node participating would implement one or
more of these protocols, allowing the nodes to commu-
nicate in the presence of NATs.

Another proposal enjoying wide support is to use or-
dinary peers and super peers to form such a network.
The ordinary peers could be behind NATs, and do not
participate directly in the overlay. Instead, only super
peers participate, and a direct connection is formed be-
tween ordinary peers and super peers. One super peer
may participate in the overlay on the behalf of many or-
dinary peers. Connecting directly between a client and
server through a NAT is a well understood problem, it
is only when one needs to contact many arbitrary nodes
behind NATs that the problem arises. Having ordinary
peers communicate directly with the super peers elimi-
nates this problem. The biggest objection to such a sys-
tem is that those peers that are not behind the NATs—
the super peers, are forced to shoulder a disproportionate
portion of the traffic or storage responsibility for the net-
work.

In either approach, other nodes may occasionally be
called upon to relay traffic, either signaling or the more
bandwidth intensive media. This leads to suggestions
that all media be encrypted end to end, prohibiting in-
termediate nodes from intercepting the messages.

In general, we feel this problem has gone from a re-
search problem when this architcture was first proposed
to a simple engineering exercise. It is no longer a matter
of if a reasonable solution can be found, but which one
to select.

6 Optimal Routing for Communications

An open area for research that has been extensively dis-
cussed but largely unexplored is defining routing tech-
niques that are optimal for communications systems,
rather than file sharing.

File sharing systems, the bulk of P2P systems to date,
have very different operational constraints than commu-
nications systems. In file sharing systems, many copies
of a particular resource (file) often exist. A user search-
ing for a particular music file generally does not care

which particular instance they find—a copy of a song
is good enough. In contrast, in communications systems
there is typically only one valid user to be reached for a
particular call. Systems must be deterministic in nature,
reporting either success or failure to locate a user in a
communications system. In a file sharing system this is
not always the case. A user may search only a portion
of the network, and failing to find a particular file within
that sub section of the network, report failure. Such an
approach is unacceptable for a communications network.

Another critical difference between file sharing and
communications systems is anonymization. In file shar-
ing systems, the action being performed is frequently
illegal, since the users are generally involved in copy-
right violation. Anonymity is a desirable property. If the
source of a file can be obfuscated, this is almost univer-
sally considered a positive.

In communications systems, the decision is not
so clear. Some systems have been proposed where
anonymity is a desirable property. Take for example a
communications system intended to be used by citizens
in an oppressive regime that limits access to the Inter-
net using firewalls or similar mechanisms. Anonymity in
such systems is highly desirable, as it can allow political
dissidents to converse. On the other hand, this can make
lawful intercept difficult.

In contrast, in a traditional telephony system,
anonymity is usually considered a negative. Users do
not want to receive calls from unknown parties, and cer-
tainly do not want to place them to unknown parties! It
is clear that this metric differs in communications sys-
tems relative to file sharing systems, although different
approaches can be considered optimal for communica-
tions, depending on the purpose of the system.

Finally, communications systems frequently have an
additional information source that file sharing systems
cannot rely on. IM or voice communications systems
have either a list of buddies or a phone book of contacts.
Routing techniques that capitalize on this additional in-
formation can greatly increase the efficiency of searches
by searching for users via buddies, rather than the net-
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work as a whole. Since many people have many friends
with similar interests, statistically speaking people they
want to contact are more likely to be buddies of their bud-
dies than buddies of random nodes. The creators of the
SPROUT6 first proposed such a system, and the authors
are working to extend this work to apply to communica-
tions systems.

7 Conclusion

Many advances have occurred in the field of P2P com-
munications in recent months and years. We feel these
advances have reduced a number of previously difficult
problems to simple implementation exercises, but that a
number of open, difficult, problems remain.

As standardization efforts move forward, we feel that
more of these problems will be resolved, and P2P sys-
tems will see increasingly wide deployment.
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